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#### Abstract

This paper shows a thermoelastic system defined in $\Omega \times \mathbb{R}^{+}, \Omega \subset$ $\mathbb{R}^{n}, n \geq 2$ with heat conduction given by Cattaneo's law. By introducing a linear dissipation mechanism on a part of the boundary, we obtain the well-posedness of the system and the polynomial decay of the energy in the solution.
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## Estabilidad polinomial de un sistema termoelástico con disipación lineal en la frontera y segundo sonido

Resumen. En este artículo se considera un sistema termoelástico definido en $\Omega \times \mathbb{R}^{+}, \Omega \subset \mathbb{R}^{n}, n \geq 2$, con ley de difusión de calor dada por la ley de Cattaneo. Introduciendo un mecanismo disipativo lineal en una parte de la frontera se obtiene la buena postura y el decaimiento polinomial de la energía de las soluciones del sistema.
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## 1. Introduction

A thermoelastic system describes the behaviour of elastic bodies exposed to heat flow (source of dissipation). The thermoelastic system described herein considers a thermal effect and is a modified version of the Lamé system, which describes the displacement in elastic bodies.

To barely understand a thermoelastic system, one must (i) refer to the theory of elasticity and comprehend the equation of elasticity considering multiple conditions of the elastic medium and, (ii) understand the modelling in heat theory.
Elastic model. For an introduction to the theory of elasticity see [6], [18], [20]. In Narukawa [13] the author includes a pleasant explanation about how an elastic model can be obtained from the first principles. Let us briefly outline the main ideas presented in [13] with this respect. It is known, from the theory of elasticity, that equation (1.1) describes the displacement $u(x, t)=\left\{u_{i}(x, t)\right\}_{1 \leq i \leq n}$

$$
\begin{equation*}
\rho(x)\left(\partial^{2} u_{i} / \partial t^{2}\right)(x, t)=\sum_{j=1}^{n} \partial \sigma_{i j} / \partial x_{j}+g_{i}(x, t) \quad \text { in } \Omega \times(0, \infty) \tag{1.1}
\end{equation*}
$$

where $\rho(x), \sigma_{i j}(1 \leq i, j \leq n)$ and $g(x, t)=\left\{g_{i}(x, t)\right\}_{1 \leq i \leq n}$ denote the density, the stress tensor and the external force, respectively.

$$
\sigma_{i j}=\sum_{k, l=1}^{n} a_{i j k l} \epsilon_{k l}(u), \quad 1 \leq i \leq n
$$

between the stress tensor $\sigma_{i j}$ and the linearized strain tensor

$$
\epsilon_{k l}(u)=\left(\partial u_{i} / \partial x_{i}+\partial u_{j} / \partial x_{i}\right) / 2, \quad 1 \leq i \leq n
$$

The functions $a_{i j k l}$, called coefficients of elasticity, depend on $t$ and $x$ but are independent of the strain tensors. If the coefficients of elasticity are constant and if the medium is isotropic, that is, if its elastic properties are the same in all directions, then

$$
a_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\lambda \delta_{i l} \delta_{j k}+\delta_{i k} \delta_{j l}\right)
$$

where $\left\{\delta_{i j}\right\}$ is the Kronecker tensor and $\lambda$ and $\mu$ are constant Lamé coefficients. When the density is equal to a constant $\rho_{0}$, the system (1.1) can be written as

$$
\begin{equation*}
\rho_{0}\left(\partial^{2} u / \partial t^{2}\right)(x, t)=\mu \Delta u(x, t)+(\lambda+\mu) \nabla \operatorname{div} u(x, t) \quad \text { in } \Omega \times(0, \infty) \tag{1.2}
\end{equation*}
$$

Heat conduction model. It is known that heat conservation equation is given by

$$
\begin{equation*}
\theta^{\prime}+\operatorname{div}(q)=0 \tag{1.3}
\end{equation*}
$$

where $q$ and $\theta$ are the heat flux and temperature, respectively. Fourier's law is the most simple empirical law widely used to explain heat conduction phenomena. It states that
the heat flux vector is proportional to the negative gradient of temperature in direction of the energy flow. In isotropic materials, this law corresponds to:

$$
\begin{equation*}
q+k \nabla \theta=0 \tag{1.4}
\end{equation*}
$$

where the constant $k>0$ is called thermal conductivity. However, as it is well-known, Fourier's law entails the physical paradox of infinite velocity of heat transmission. In particular, it is important to say that Cattaneo's Law inhibits the physical paradox of the infinite speed of propagation of signals, but that it maintains the essential of a heat conduction process which presents some drawbacks at the level of physical experiments. For instance, in dielectric crystals at low temperatures, the thermal disturbances propagate at a finite velocity. From these phenomena, the need to consider other theories of heat conduction emerges. A generalization of Fourier law, on which this article is based, was proposed by Cattaneo in 1948 [2]; it is described as

$$
\begin{equation*}
\tau_{0} q^{\prime}+q+k \nabla \theta=0 \tag{1.5}
\end{equation*}
$$

where $\tau_{0} \geq 0$ is called relaxation time. Here the time derivative term forces the heat propagation to have finite velocity, whenever $\tau_{0}>0$. This model is widely accepted as an alternative of Fourier's law which inhibits the above mentioned physical paradox. It is clear that in the case $\tau_{0}=0,(1.5)$ coincides with Fourier's law (1.4).

Thermoelastic model. The system we proposed to study is defined by a bounded $n$-dimensional domain $\Omega, n \geq 2$, homogeneous, isotropic and with border $\Gamma=\partial \Omega$ of class $C^{2}$, where the equations of thermoelasticity in $\Omega$ are of the form:

$$
\begin{align*}
u^{\prime \prime}-\mu \Delta u-(\lambda+\mu) \nabla \operatorname{div}(u)+\alpha \nabla \theta=0 & \text { in } \Omega \times(0, \infty)  \tag{1.6}\\
\theta^{\prime}+\gamma \operatorname{div}(q)+\delta \operatorname{div}\left(u^{\prime}\right)=0 & \text { in } \Omega \times(0, \infty) \tag{1.7}
\end{align*}
$$

with $u=u(x, t) \in \mathbb{R}^{n}$ being the displacement vector, $\theta=\theta(x, t) \in \mathbb{R}$ the difference in temperature over time $t$ with respect to a reference temperature measured in $t=0$, $q=q(x, t)$ the heat flow, $x \in \mathbb{R}^{n}$ and $t \in \mathbb{R}^{+} \cup\{0\}$ the spatial and temporal variables, respectively. On the other hand, $\Delta u=\left(\Delta u_{1}, \ldots, \Delta u_{n}\right), \operatorname{div}(u)=\sum_{i=1}^{n} \frac{\partial u_{i}}{\partial x_{i}}$, and $\nabla$ represent the Laplacian operator, divergence, and gradient for spatial variables, respectively. The symbol ( ${ }^{\prime}$ ) denotes the derivative with respect to the temporal variable. The constants $\lambda, \mu>0$ are the Lamé constants, and $\alpha$ and $\delta$ are positive coupling parameters. The therms $\alpha \nabla \theta$ and $\delta \operatorname{div}\left(u^{\prime}\right)$ are added to equations (1.2) and (1.3), respectively, in such a way that the temperature gradient acts as a force on the elastic component, while the wave pressure acts as a heat source in the heat equation.

Results on the exponential stability of solutions for system (1.6)-(1.7) are widely known in the case of $n=1$ with different boundary conditions, see for instance [4]. When considering $n \geq 2$, one finds that depending on boundary conditions, the decay of solutions can be exponential or polynomial. In fact, the usual technique considers two behaviours at the boundary: one to define a dissipative term and another to fix the variable $u$, obtaining thus exponential or polynomial decays according to the type of dissipation, see for instance [9], [11], [10]. This technique was initially applied to models that do not involve a heat flow, see for instance [7], [8], [20]. It should also be noted that many of these results have occurred in the case where the law of heat flow is modeled by Fourier's
law (1.4). Some exponential stability results for the linear and non-linear thermoelastic systems with Fourier's flow law in 1,2 and 3 dimensions can be found in [15].
Regarding the thermoelastic systems with heat flow given by Cattaneo (1.5), also known as thermoelastic systems with second sound, several results have been published. Chandrasekharaiah [3] presents the first references about thermoelastic systems with second sound and, Tarabek in [19] establishes the existence of solutions for small data in the case of problems defined in bounded and unbounded one-dimensional domains. It has also been established in [19] that the solutions converge to equilibrium when $t \rightarrow \infty$, but no results are presented for the study of decay rates. Later, Racke [17] establishes uniform decay for linear and nonlinear initial value problems in dimension $n=1$. In addition, the author studies the behaviour of stability when $\tau_{0} \rightarrow 0$; the exponential stability is also shown in the non-linear case. In a follow up study, Ismscher and Racke [5] explicitly established the exponential decay rate for the classical thermoelastic system and the thermoelastic system with second sound in one dimension, and presented a comparison of the asymptotic behavior of the solutions of the two systems. In the case $n>1$, the dissipation given by the heat conduction is, in general, not strong enough to guarantee exponential decay of the solutions as in the one-dimensional case. Finally, Racke [16] presents exponential decay for dimensions $n=2$ and 3 with the condition rot $u=\operatorname{rot} q=0$, which has radial symmetric domains as applications.
The main goal in this article is to show polynomial stability of energy for the system (1.6)(1.7) with a heat conduction law (1.5) and boundary conditions (2.1). In the remaining of this article, Section 2 summarizes the main results and some definitions. Section 3 proves existence and uniqueness of the solution of system (1.6)-(1.7) with conditions (1.5) and (2.1). Section 4 presents the polynomial stability of the system. To simplify the notation of the article, generic constants will be denoted by $c, c_{1}, c_{2}, \tilde{c}$, among others.

## 2. Main Result

The aim of this work is to prove polynomial decay of enegy for the solutions of the thermoelastic system with second sound and linear boundary dissipation, whose equations correspond to (1.6)-(1.7), (1.5) and:

$$
\begin{cases}u(x, 0)=u^{0}, \quad u^{\prime}(x, 0)=u^{1}, &  \tag{2.1}\\ \theta(x, 0)=\theta^{0}(x), \quad q(x, 0)=q^{0}(x) & \text { in } \Omega \\ \theta=0 & \text { on } \Gamma \times(0, \infty) \\ u=0 & \text { on } \Gamma_{1} \times(0, \infty) \\ \mu \frac{\partial u}{\partial \nu}+(\lambda+\mu) \operatorname{div}(u) \nu+a m \cdot \nu u+m \cdot \nu u^{\prime}=0, & \text { on } \Gamma_{2} \times(0, \infty)\end{cases}
$$

where $\Gamma=\Gamma_{1} \cup \Gamma_{2}, \Gamma_{1}$ and $\Gamma_{2}$ are defined as

$$
\begin{align*}
& \Gamma_{1}:=\Gamma_{1}\left(x_{0}\right)=\{x \in \Gamma: m(x) \cdot \nu(x) \leq 0\} \\
& \Gamma_{2}:=\Gamma_{2}\left(x_{0}\right)=\{x \in \Gamma: m(x) \cdot \nu(x)>0\} \tag{2.2}
\end{align*}
$$

$x_{0} \in \mathbb{R}^{n}, m(x)=x-x_{0}$, and $\nu(x)=\left(\nu_{1}(x), \cdots, \nu_{n}(x)\right)$ is the exterior unit normal vector at $\Gamma$ at the point $x$ of $\Gamma$. The function $a=a(x) \geq 0$ satisfies

$$
\begin{equation*}
a \in C^{1}\left(\Gamma_{2}\right) \tag{2.3}
\end{equation*}
$$

We also suppose that

$$
\begin{equation*}
\operatorname{int}_{\Gamma} \Gamma_{1} \neq \emptyset \quad \text { or } \quad a(x) \not \equiv 0 \tag{2.4}
\end{equation*}
$$

where int ${ }_{\Gamma}$ is the relative interior of $\Gamma$. The following observations can be made from the above conditions:

- The assumptions (2.2) imply that the domain $\Omega$ is simply connected and starshaped with respect to $x_{0} \in \Omega$. Especially, the domain $\Omega$ can be a bounded smooth convex open set.
- Note that in $\Gamma$ there are no thermal changes, however, at $\Gamma_{1}$ the displacement $u$ is null, this is, the fixed part of the system.
- On the other hand, a dissipation acts in $\Gamma_{2}$ which is linear in the term $u^{\prime}$ and, in particular, describes a displacement in this part of the boundary by virtue of elasticity.
- Since $\Gamma$ and $\Gamma_{1}$ are closed and $\Gamma_{2}$ the complement $\Gamma_{1}$ in $\Gamma$, it follows that $\bar{\Gamma}_{1} \cap \bar{\Gamma}_{2} \subseteq$ $\Gamma_{1}$ so it is not necessary to impose compatibility conditions.

The polynomial decay of energy of solutions is obtained by using the energy method. The definition of the energy $E_{1}(t)$, known as first-order energy, can be motivated by multiplying (1.6) by $k \delta u^{\prime}$, (1.7) by $k \alpha \theta$ and (1.5) by $\gamma \alpha q$, and integrating in $\Omega$. The first order energy is defined as follows

$$
\begin{align*}
E_{1}(t):=E_{1}(t, u, \theta, q)= & \frac{1}{2} \int_{\Omega}\left[k \delta\left|u^{\prime}\right|^{2}+k \delta \mu|\nabla u|^{2}+k \delta(\lambda+\mu)|\operatorname{div} u|^{2}+k \alpha|\theta|^{2}\right. \\
& \left.+\gamma \alpha \tau_{0}|q|^{2}\right] d x+\frac{k \delta}{2} \int_{\Gamma_{2}} a m \cdot \nu|u|^{2} d \Gamma \tag{2.5}
\end{align*}
$$

satisfying

$$
\begin{equation*}
\frac{d}{d t} E_{1}(t, u, \theta, q)=-\gamma \alpha \int_{\Omega}|q|^{2} d x-\int_{\Gamma_{2}} k \delta m \cdot \nu\left|u^{\prime}\right|^{2} d \Gamma \tag{2.6}
\end{equation*}
$$

which indicates that the system is dissipative. Analogously, for the second-order energy $E_{2}(t)$, applying a derivative with respect to $t$ in (1.6), (1.7) and (1.5), multiplying by $k \delta u^{\prime \prime}, k \alpha \theta^{\prime}, \gamma \alpha q^{\prime}$ respectively and integrating in $\Omega$, is defined as

$$
\begin{equation*}
E_{2}(t):=E_{1}\left(t, u^{\prime}, \theta^{\prime}, q^{\prime}\right) \tag{2.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{d}{d t} E_{2}(t)=-\gamma \alpha \int_{\Omega}\left|q^{\prime}\right|^{2} d x-\int_{\Gamma_{2}} k \delta m \cdot \nu\left|u^{\prime \prime}\right|^{2} d \Gamma \tag{2.8}
\end{equation*}
$$

Now we can state the main result of this work.
Theorem 2.1. Suppose the geometrical conditions (2.2) are valid and

$$
\begin{align*}
& a_{0}^{2}<\frac{\mu}{2 R^{3} \gamma^{2}} \quad \text { for } n=2  \tag{2.9a}\\
& a_{0} \leq \frac{(n-2) \mu}{2 R^{2}} \quad \text { for } n \geq 3 \tag{2.9b}
\end{align*}
$$

where $R=\max _{x \in \bar{\Omega}}|m(x)|, a_{0}=\max _{x \in \Gamma_{2}} a(x)$ and $a(\cdot)$ is the function stated in (2.1). Then, for all initial data $U_{0} \in D(\Lambda)$, there exists a constant $M=M\left(U_{0}\right)>0$ such that the energy of the system (1.6)-(1.7) and (1.5)-(2.1) satisfies

$$
\begin{equation*}
E_{1}(t) \leq \frac{M}{t}\left(E_{1}(0)+E_{2}(0)\right) \quad \forall t>0, \tag{2.10}
\end{equation*}
$$

where $D(\Lambda)$ is defined in (3.7).
Remark 2.2. On the asymptotic study of solutions of differential equations, it is important to note that:

- in the case of damped wave equations, that includes our system, the rate of decay of solution corresponds to the rate of decay of the energy of the system; therefore, energy decay estimates allow us to determine decay estimates of the solutions of our system;
- the theoretical advances in the study of asymptotic behavior that have been obtained recently carry methods involving $C_{0}$ - semigroups and in fact they focus on theoretical aspects of resolvent operators, i.e., they involve spectral theory. Important and recent examples are the remarkable optimality results obtained at [1] and the work referenced therein. It is therefore interesting to compare the result (2.10) with the estimates found in [1].

To following section shows the well-posedness of the system.

## 3. Well-posedness of the system

In order to guarantee the existence and uniqueness of solutions for the system (1.6)(1.7) with conditions (1.5) and (2.1) the linear semigroups theory will be used. The system can be rewritten as an abstract Cauchy problem for a linear operator and Hilbert space, to be defined later in the paper, mainly by virtue of the linear dissipation at the boundary (2.1). As a tool to obtain the result, we will use the Lumer-Phillips Theorem and consequences arising from this theorem.

Proposition 3.1. Let $A$ be a dissipative linear operator with dense domain $D(A)$ in $X$. If $0 \in \rho(A)$, with $\rho(A)$ the resolvent set of $A$, then $A$ is the infinitesimal generator of $a$ $C_{0}$ semigroup of contractions on $X$.

Proposition 3.2. Let $(A, D(A))$ be the infinitesimal generator of the strongly continuous semigroup $(T(t))_{t>0}$. Then, for every $x \in D(A)$, the function

$$
u: t \rightarrow u(t):=T(t) x
$$

is the unique classical solution of the abstract Cauchy Problem associated to $(A, D(A))$ and the initial value $x$

$$
\left\{\begin{aligned}
u^{\prime}(t) & =A u(t) \\
u(0) & =x
\end{aligned}\right.
$$

For more details on the theory of linear semigroups and in particular on the proof of this proposition, see for instance $[12,14]$. In order to define the abstract Cauchy problem associate to System (1.6)-(1.7) one can define the phase space $\mathbb{H}$ and the norm induced by the energy of the system as follows. Let $\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)$ be the space

$$
\begin{equation*}
\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)=\left\{u \in H^{1}(\Omega): u=0 \text { on } \Gamma_{1}\right\} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{H}=\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n} \times\left(L^{2}(\Omega)\right)^{n} \times L^{2}(\Omega) \times\left(L^{2}(\Omega)\right)^{n} \tag{3.2}
\end{equation*}
$$

where $H^{1}(\Omega)$ is the usual Sobolev space. Define the norm in $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ as

$$
\begin{equation*}
\|u\|_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}^{2}=\frac{1}{2} \int_{\Omega} k \delta\left(\mu|\nabla u|^{2}+(\lambda+\mu)|\operatorname{div}(u)|^{2}\right) d x+\int_{\Gamma_{2}} k \delta a m \cdot \nu|u|^{2} d \Gamma \tag{3.3}
\end{equation*}
$$

and the norm in $\mathbb{H}$ as

$$
\begin{equation*}
\|V\|_{\mathbb{H}}^{2}=\frac{1}{2}\left(\|u\|_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}^{2}+k \delta\|v\|_{\left(L^{2}(\Omega)\right)^{n}}^{2}+k \alpha\|\theta\|_{L^{2}(\Omega)}^{2}+\gamma \alpha \tau_{0}\|q\|_{\left.\left(L^{2}(\Omega)\right)^{n}\right)}^{2},\right. \tag{3.4}
\end{equation*}
$$

where $V=(u, v, \theta, q)$. The following notations will be taken to reformulate the initial value problem (1.6)-(1.7), (1.5)-(2.1) in a first-order system. Let $V$ and $V_{0}$ be the vectors

$$
V \equiv\left(\begin{array}{c}
V^{1}  \tag{3.5}\\
V^{2} \\
V^{3} \\
V^{4}
\end{array}\right):=\left(\begin{array}{l}
u \\
u_{t} \\
\theta \\
q
\end{array}\right) \in \mathbb{R}^{3 n+1}, \quad V(0) \equiv V_{0}:=\left(\begin{array}{c}
u^{0} \\
u^{1} \\
\theta^{0} \\
q^{0}
\end{array}\right)
$$

Note that equations (1.6)-(1.7), (1.5)-(2.1) can be written as $\frac{d V}{d t}=\Lambda V$ with

$$
\Lambda=\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{3.6}\\
\mu \Delta+(\lambda+\mu) \nabla \operatorname{div} & 0 & -\alpha \nabla & 0 \\
0 & -\delta \operatorname{div} & 0 & -\gamma \operatorname{div} \\
0 & 0 & -\frac{k}{\tau_{0}} \nabla & -\frac{1}{\tau_{0}}
\end{array}\right)
$$

where the domain of $\Lambda$ is

$$
\left.\left.\begin{array}{rl}
D(\Lambda)=\left\{\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \in \mathbb{H}:\right. & v_{1}
\end{array}\right)\left(H^{2}(\Omega)\right)^{n}, \quad, \quad v_{2} \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}, \quad v_{3} \in H_{0}^{1}(\Omega), \quad \operatorname{div}\left(v_{4}\right) \in L^{2}(\Omega)\right\} ; ~ l
$$

thus, to solve the system (1.6)-(1.7), with conditions (1.5) and (2.1) is equivalent to solve the following abstract Cauchy problem associed to the $\Lambda$ operator,

$$
\left\{\begin{array}{l}
V^{\prime}=\Lambda V,  \tag{3.8}\\
V(0)=V_{0} \in D(\Lambda)
\end{array} \quad \forall t>0\right.
$$

Some properties of the $\Lambda$ operator are shown in Proposition 3.3.

Proposition 3.3. Let $(\Lambda, D(\Lambda))$ be the operator defined in (3.6) with domain (3.7). Then
(a) $D(\Lambda)$ is dense in $\mathbb{H}$.
(b) $\Lambda$ is a dissipative operator.
(c) $0 \in \rho(-\Lambda)$ where $\rho(-\Lambda)$ is the resolvent set of the operator $-\Lambda$.

As a consequence of this proposition and by the semigroup theory, we have the following result:

Theorem 3.4. Problem (3.8) has a unique solution $V \in C^{0}([0, \infty), D(\Lambda)) \cap C^{1}([0, \infty), \mathcal{H})$ given that $V(t)=e^{-t \Lambda} V_{0}$. Consequently, the functions $u, \theta$ and $q$, as the solutions of the system (1.6)-(1.7), (1.5)-(2.1), satisfy

$$
\begin{aligned}
& u \in C^{2}\left([0, \infty),\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}\right) \cap C^{1}\left([0, \infty),\left(H^{2}(\Omega) \cap \mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}\right), \\
& \theta \in C^{0}\left([0, \infty), H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) \cap C^{1}\left([0, \infty), L^{2}(\Omega)\right) \\
& q \in C^{1}\left([0, \infty),\left(L^{2}(\Omega)\right)^{n}\right)
\end{aligned}
$$

In the proof of proposition 3.3 , the regularity estimates described in Theorem 3.4 are outlined. The proof of the proposition 3.3 is proved as follows.

Proof. To prove (a), the following auxiliar set is defined

$$
\begin{aligned}
D=\{ & \left(v_{1}, v_{2}, v_{3}, v_{4}\right) \in \mathbb{H}: v_{1} \in\left(H^{2}(\Omega)\right)^{n}, v_{2} \in\left(H_{0}^{1}(\Omega)\right)^{n}, v_{3} \in H_{0}^{1}(\Omega) \\
& \left.\operatorname{div}\left(v_{4}\right) \in L^{2}(\Omega), \mu \frac{\partial v_{1}}{\partial \nu}+(\lambda+\mu) \operatorname{div}\left(v_{1}\right) \nu+a m \cdot \nu v_{1}=0 \text { in } \Gamma_{2}\right\} .
\end{aligned}
$$

It must be shown that $D \subset D(\Lambda)$ as well as $D$ is dense in $\mathbb{H}$. The inclusion $D \subset D(\Lambda)$ is due to the fact that if $\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \in D$, then $v_{2}=0$ in $\Gamma$, thus

$$
\mu \frac{\partial v_{1}}{\partial \nu}+(\lambda+\mu) \operatorname{div}\left(v_{1}\right) \nu+a m \cdot \nu v_{1}+m \cdot \nu v_{2}=0
$$

in $\Gamma_{2}$. For density of $\left(C_{0}^{\infty}(\Omega)\right)^{n}$ and $C_{0}^{\infty}(\Omega)$ in $\left(L^{2}(\Omega)\right)^{n}$ and $L^{2}(\Omega)$, it is enough to show the density in $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$. If $W$ is defined as

$$
W=\left\{w \in\left(H^{2}(\Omega) \cap \mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}: \mu \frac{\partial w}{\partial \nu}+(\lambda+\mu) \operatorname{div}(w) \nu+a m \cdot \nu w=0 \text { in } \Gamma_{2}\right\}
$$

then, $W$ is dense in $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$. In fact, if $v \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ such that

$$
(v, w)_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}=0 \quad \text { for all } w \in W
$$

then for every fixed function $f \in\left(L^{2}(\Omega)\right)^{n}$, the elliptical problem

$$
\begin{cases}-\mu \Delta u-(\lambda+\mu) \nabla \operatorname{div} u=f & \text { in } \Omega \\ u=0 & \text { on } \Gamma_{1} \\ \mu \frac{\partial u}{\partial \nu}+(\lambda+\mu) \operatorname{div}(u) \nu+a m \cdot \nu u=0 & \text { on } \Gamma_{2}\end{cases}
$$

has a solution $u \in W$. Thus

$$
(f, v)_{\left(L^{2}(\Omega)\right)^{n}}=(u, v)_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}=0
$$

showing that $v=0$; therefore, $W$ is dense in $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ due to the Hanh Banach theorem. Thus, the density of $D(\Lambda)$ in $\mathbb{H}$ is proved.
To prove (b), considering the definition of the inner product in $\mathbb{H}$, it is easy to show that $\Lambda$ is dissipative, since if $V \in D(\Lambda)$ with $V=\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$, then

$$
\begin{gathered}
\operatorname{Re}\langle\Lambda V, V\rangle_{\mathcal{H}}=\operatorname{Re}\left(\left(v_{2}, v_{1}\right)_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}+\frac{k \delta}{2}\left(\mu \Delta v_{1}+(\lambda+\mu) \nabla v_{1}-\alpha \nabla v_{3}, v_{2}\right)_{\left(L^{2}(\Omega)\right)^{n}}\right. \\
\left.-\frac{k \alpha}{2}\left(\delta \operatorname{div}\left(v_{2}\right)+\gamma \operatorname{div}\left(v_{4}\right), v_{3}\right)_{\left(L^{2}(\Omega)\right)}-\frac{\gamma \alpha \tau_{0}}{2}\left(\frac{k}{\tau_{0}} \nabla v_{3}+\frac{1}{\tau_{0}} v_{4}, v_{4},\right)_{\left(L^{2}(\Omega)\right)^{n}}\right) \\
=-\frac{1}{2}\left(k \delta \int_{\Gamma_{2}}(m \cdot \nu)\left|v_{2}\right|^{2} d \Gamma+\gamma \alpha \int_{\Omega}\left|v_{4}\right|^{2} d x\right) \leq 0
\end{gathered}
$$

The following proves that $-\Lambda^{-1}$ exists and is a continuous operator required to prove (c). Let $W$ be a vector such that $W=\left(w_{1}, w_{2}, w_{3}, w_{4}\right) \in D(\Lambda)$ with $\Lambda W=0$. Then

$$
\begin{align*}
-w_{2} & =0  \tag{3.9}\\
-\mu \Delta w_{1}-(\lambda+\mu) \nabla \operatorname{div} w_{1}+\alpha \nabla w_{3} & =0  \tag{3.10}\\
\delta \operatorname{div}\left(w_{2}\right)+\gamma \operatorname{div}\left(w_{4}\right) & =0  \tag{3.11}\\
\frac{k}{\tau_{0}} \nabla w_{3}+\frac{1}{\tau_{0}} w_{4} & =0 . \tag{3.12}
\end{align*}
$$

It is clear that $w_{2}=0$, given that $\Lambda W=0$, then $\operatorname{Re}(\Lambda W, W)=0$; therefore, concluding from $(\mathrm{b}), w_{4}=0$. In addition, from (3.12), $\nabla w_{3}=0$, from (3.7) $w_{3} \in H_{0}^{1}(\Omega)$, and due to Poincaré's inequality, $w_{3}=0$. On the other hand, from (3.10), $w_{1}$ would be the solution of the problem

$$
\begin{cases}-\mu \Delta u-(\lambda+\mu) \nabla \operatorname{div}(u)=0 & \text { in } \Omega \\ u=0, & \text { on } \Gamma_{1} \\ \mu \frac{\partial u}{\partial \nu}+(\lambda+\mu) \operatorname{div}(u) \nu+a m \cdot \nu u=0 & \text { on } \Gamma_{2}\end{cases}
$$

thus, $w_{1}=0$. Consequently, $W=0$ showing that $-\Lambda$ is an injective operator.
To show that $-\Lambda$ is a surjective operator, that is, if $F=\left(F_{1}, \cdots, F_{4}\right) \in H$, there exists $W \in D(\Lambda)$ such that $\Lambda W=F$, the following system must be solved:

$$
\begin{align*}
-w_{2} & =F_{1},  \tag{3.13}\\
-\mu \Delta w_{1}-(\lambda+\mu) \nabla \operatorname{div} w_{1}+\alpha \nabla w_{3} & =F_{2}  \tag{3.14}\\
\delta \operatorname{div}\left(w_{2}\right)+\gamma \operatorname{div}\left(w_{4}\right) & =F_{3},  \tag{3.15}\\
\frac{k}{\tau_{0}} \nabla w_{3}+\frac{1}{\tau_{0}} w_{4} & =F_{4} . \tag{3.16}
\end{align*}
$$

Thus, $w_{2} \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ can be obtained from (3.13) and by using the equivalence of norms $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ and $\left(\mathbb{H}^{1}(\Omega)\right)^{n}$ the following estimation is obtained

$$
k \delta\left\|w_{2}\right\|_{\left(L^{2}(\Omega)\right)^{n}}^{2} \leq c k \delta\left\|F_{1}\right\|_{\left(L^{2}(\Omega)\right)^{n}}^{2} \leq c\|F\|_{\mathbb{H}}^{2}
$$

From (3.15) is shown that $\operatorname{div}\left(w_{4}\right) \in L^{2}(\Omega)$, from this result and considering (3.16) one gets

$$
\gamma k \Delta w_{3}=\gamma \tau_{0} \operatorname{div} F_{4}-F_{3}-\delta \operatorname{div} F_{1} \text { in } H^{-1}(\Omega)
$$

As a consequence of the previous expression and the Riesz Theorem, $w_{3} \in H_{0}^{1}(\Omega)$ is the unique solution of the problem $-\Delta w=g$ in $\Omega$ with $g \in H^{-1}(\Omega)$. Moreover,

$$
\begin{align*}
\left\|w_{3}\right\|_{L^{2}(\Omega)}+\left\|\nabla w_{3}\right\|_{\left(L^{2}(\Omega)\right)^{n}} & \leq c\left\|\gamma \tau_{0} \operatorname{div} F_{4}-F_{3}-\delta \operatorname{div} F_{1}\right\|_{H^{-1}(\Omega)} \\
& \leq c\left(\left\|\gamma \tau_{0} F_{4}\right\|_{\left(L^{2}(\Omega)\right)^{n}}+\left\|F_{3}\right\|_{L^{2}(\Omega)}+\left\|\delta F_{1}\right\|_{\left.\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}\right)}\right. \\
& \leq c\|F\|_{\mathbb{H}} . \tag{3.17}
\end{align*}
$$

Considering (3.16) and given that $w_{3} \in H_{0}^{1}(\Omega)$, it holds that $w_{4} \in\left(L^{2}(\Omega)\right)^{n}$. Thus, $w_{4}$ satisfies the conditions of the domain $D(\Lambda)$, that is, $w_{4} \in\left(L^{2}(\Omega)\right)^{n}$ and $\operatorname{div}\left(w_{4}\right) \in L^{2}(\Omega)$. In addition, from (3.16) and (3.17), one obtains the following estimation

$$
\left\|w_{4}\right\|_{\left(L^{2}(\Omega)\right)^{n}} \leq c| | F \|_{\mathbb{H}}
$$

Finally, to prove $w_{1} \in\left(H^{2}(\Omega) \cap \mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$, it follows the same reasoning as in [10], so we summarize the most important results below.
As $\left.w_{2} \in \mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$, then if $h$ is defined as

$$
\begin{equation*}
h=-\left.(m \cdot \nu) w_{2}\right|_{\Gamma}, \tag{3.18}
\end{equation*}
$$

then $h \in\left(H^{1 / 2}(\Gamma)\right)^{n}$; and, therefore, $w_{1} \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ is the unique solution of

$$
\begin{cases}-\mu \Delta w_{1}-(\lambda+\mu) \nabla \operatorname{div} w_{1}=\left(F_{2}-\alpha \nabla w_{3}\right) & \text { in } \Omega  \tag{3.19}\\ w_{1}=0 & \text { on } \Gamma_{1} \\ \mu \frac{\partial w_{1}}{\partial \nu}+(\lambda+\mu) \operatorname{div}\left(w_{1}\right) \nu+a m \cdot \nu w_{1}=h & \text { on } \Gamma_{2}\end{cases}
$$

where $f=\left(F_{2}-\alpha \nabla w_{3}\right) \in\left(L^{2}(\Omega)\right)^{n}$. In fact, if $\phi \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$, then

$$
\begin{align*}
-\int_{\Omega}\left(\mu \Delta w_{1}(x)+\right. & \left.(\lambda+\mu) \nabla \operatorname{div} w_{1}(x)\right) \phi(x) d x  \tag{3.20}\\
& =\int_{\Omega}\left(\mu \nabla w_{1}(x) \cdot \nabla \phi(x)+(\lambda+\mu) \operatorname{div} w_{1}(x) \operatorname{div} \phi(x)\right) d x  \tag{3.21}\\
& +\int_{\Gamma_{2}}\left(a m \cdot \nu w_{1}(x) \cdot \phi(x)-h(x) \phi(x)\right) d \Gamma
\end{align*}
$$

and considering the bilinear application in $\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n} \times\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ as

$$
\begin{equation*}
a\left(w_{1}, \phi\right)=\frac{1}{k \delta}\left\langle w_{1}, \phi\right\rangle_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}} \tag{3.22}
\end{equation*}
$$

and functional $F \in\left[\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}\right]^{\prime}$

$$
\begin{equation*}
F(\phi)=\int_{\Omega}\left(F_{2}(x)-\alpha \nabla w_{3}(x)\right) \phi(x) d x+\int_{\Gamma_{2}} h(x) \phi(x) d \Gamma \tag{3.23}
\end{equation*}
$$

we have the assumptions of Lax-Milgram Theorem and then there is a unique solution $w_{1} \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}$ satisfying

$$
\left\|w_{1}\right\|_{\left(H_{\Gamma_{1}}^{1}(\Omega)\right)^{n}} \leq\|f\|_{\left(L^{2}(\Omega)\right)^{n}} \leq\|F\|_{\mathcal{H} \cdot} .
$$

In order to prove $w_{1} \in H^{2}(\Omega)$, it is necessary (i) to solve another elliptic problem and, by Nirenberg's translation method, (ii) to find the regularity in $w_{1}$. To do so, it is necessary to apply important results in Sobolev spaces, such as the trace Theorem. In this case, the reasoning and theoretical developments are similar to those obtained in [10].

## 4. Stability

This section presents the asymptotic behaviour of the energy of the system (1.6)-(1.7), (1.5) and (2.1), when time $t$ tends to infinity. The aim is to show the result of the polynomial stability of the energy associated with the system by using the multiplier methods of [10] for the thermoelastic system with boundary dissipations, as well as the ideas discussed in [17] where a one-dimensional thermoelastic system with second sound is studied. As mentioned in Theorem 2.1, the energy decay to be determined is of the form

$$
\begin{equation*}
E_{1}(t) \leq \frac{M}{t}\left(E_{1}(0)+E_{2}(0)\right) \quad \forall t>0 \tag{4.1}
\end{equation*}
$$

and it depends on the first and second order energies defined in (2.5) and (2.7), respectively. The expression (4.1) will be called polynomial decay of energy.

In addition to the constants defined in Theorem 2.1, let $\lambda_{0}$ be denoted as the least positive constant such that

$$
\begin{equation*}
\int_{\Gamma_{2}}\left|u_{i}\right|^{2} d \Gamma \leq \lambda_{0}\|u\|_{\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n}}, \quad \forall u \in\left(\mathbb{H}_{\Gamma_{1}}^{1}(\Omega)\right)^{n} \tag{4.2}
\end{equation*}
$$

and let $F(t)$ and $L(t)$ be the functionals definied as follows

$$
\begin{gather*}
F(t)=\int_{\Omega}\left[2 k \delta u_{i}^{\prime}\left(m \cdot \nabla u_{i}\right)+(n-1)\left(k \delta u_{i}^{\prime} \cdot u_{i}\right)\right] d x  \tag{4.3}\\
L(t)=F(t)+M\left(E_{1}(t)+E_{2}(t)\right) \tag{4.4}
\end{gather*}
$$

where $M>0$ is determined later on. Note that the notation in $F(t)$ simplifies

$$
F(t)=\sum_{i=1}^{n} \int_{\Omega}\left[2 k \delta u_{i}^{\prime}\left(m \cdot \nabla u_{i}\right)+(n-1)\left(k \delta u_{i}^{\prime} \cdot u_{i}\right)\right] d x
$$

The proof of Theorem 2.1 is based on the demonstration of a series of properties for the functionals $F(t)$ and $L(t)$. These properties are shown in the following sequence of lemmas.

Lemma 4.1. The functional $F(t)$ satisfies

$$
\begin{align*}
F^{\prime}(t) & =k \delta \int_{\Gamma_{2}}\left|u_{i}^{\prime}\right|^{2} m \cdot \nu d \Gamma-k \delta \int_{\Omega}\left|u_{i}^{\prime}\right|^{2} d x+\int_{\Gamma_{1}} k \delta \mu\left|\nabla u_{i}\right|^{2} m \cdot \nu d \Gamma \\
& +\int_{\Gamma_{2}} 2 k \delta\left[\mu \frac{\partial u_{i}}{\partial \nu}+(\lambda+\mu) \operatorname{div}(u) \nu_{i}\right]\left(m \cdot \nabla u_{i}\right) d \Gamma-\int_{\Gamma_{2}} k \delta \mu\left|\nabla u_{i}\right|^{2} m \cdot \nu d \Gamma \\
& -k \delta \mu \int_{\Omega}\left|\nabla u_{i}\right|^{2} d x+k \delta(\lambda+\mu) \int_{\Gamma_{1}}|\operatorname{div}(u)|^{2} m \cdot \nu d \Gamma-k \delta(\lambda+\mu) \int_{\Omega}|\operatorname{div} u|^{2} d x \\
& -k \delta(\lambda+\mu) \int_{\Gamma_{2}}|\operatorname{div} u|^{2} m \cdot \nu d \Gamma+\int_{\Omega} 2 \delta \alpha\left(q_{i}+\tau_{0} q_{i}^{\prime}\right)\left(m \cdot \nabla u_{i}\right) d x \\
& -k \delta(n-1) \int_{\Gamma_{2}} a m \cdot \nu\left|u_{i}\right|^{2} d \Gamma-(n-1) k \delta \int_{\Gamma_{2}} m \cdot \nu u_{i} u_{i}^{\prime} d \Gamma \\
& +(n-1) \int_{\Omega} k \delta \alpha \theta \operatorname{div}(u) d x . \tag{4.5}
\end{align*}
$$

Proof. Multiplying (1.6) by $k \delta u$ in $\left(L^{2}(\Omega)\right)^{n}$ and integrating it in $\Omega$, it holds

$$
\begin{equation*}
\int_{\Omega} k \delta u^{\prime \prime} \cdot u d x=\int_{\Omega} k \delta(\mu \Delta u+(\lambda+\mu) \nabla \operatorname{div} u-\alpha \nabla \theta) \cdot u d x \tag{4.6}
\end{equation*}
$$

This expression can also be expressed as

$$
\begin{equation*}
\int_{\Omega} k \delta u^{\prime \prime} \cdot u d x=\frac{d}{d t}\left(\int_{\Omega} k \delta u^{\prime} \cdot u d x\right)-\int_{\Omega} k \delta\left|u^{\prime}\right|^{2} d x \tag{4.7}
\end{equation*}
$$

By using Green's identity and the boundary condition (2.1), the right-side terms in (4.6) have the following expressions

$$
\begin{array}{r}
\int_{\Omega} \Delta u \cdot u d x=\int_{\Gamma_{2}} \nabla u_{i} \cdot \nu u_{i} d \Gamma-\int_{\Omega}\left|\nabla u_{i}\right|^{2} d x \\
\int_{\Omega} \nabla \operatorname{div}(u) \cdot u d x=\int_{\Gamma_{2}} \operatorname{div}(u) u_{i} \cdot \nu_{i} d \Gamma-\int_{\Omega}|\operatorname{div}(u)|^{2} d x \\
\int_{\Omega} \nabla \theta \cdot u d x=\int_{\Omega} \operatorname{div}(\theta u) d x-\int_{\Omega} \theta \operatorname{div}(u) d x=-\int_{\Omega} \theta \operatorname{div}(u) d x \tag{4.10}
\end{array}
$$

because $\theta=0$ in $\Gamma$. When replacing (4.7)-(4.10) in (4.6), it holds

$$
\begin{align*}
\frac{d}{d t}\left(\int_{\Omega} k \delta u^{\prime} \cdot u d x\right) & =\int_{\Omega} k \delta\left|u^{\prime}\right|^{2} d x-\int_{\Omega} \mu k \delta|\nabla u|^{2} d x-k \delta(\lambda+\mu) \int_{\Omega}|\operatorname{div}(u)|^{2} d x \\
& -\int_{\Gamma_{2}} k \delta a m \cdot \nu|u|^{2} d \Gamma-\int_{\Gamma_{2}} k \delta m \cdot \nu u \cdot u^{\prime} d \Gamma+\int_{\Omega} k \delta \alpha \theta \operatorname{div}(u) d x \tag{4.11}
\end{align*}
$$

Similarly, multiplying the equation (1.6) by $k \delta m \cdot \nabla u$ in $\left(L^{2}(\Omega)\right)^{n}$, given that $m \cdot \nabla u=$ $\left(m \cdot \nabla u_{1}, \ldots, m \cdot \nabla u_{n}\right)$, and integrating it in $\Omega$, it holds

$$
\begin{equation*}
\int_{\Omega} k \delta u^{\prime \prime} \cdot(m \cdot \nabla u) d x=\int_{\Omega} k \delta(\mu \Delta u+(\lambda+\mu) \nabla(\operatorname{div} u)-\alpha \nabla \theta) \cdot(m \cdot \nabla u) d x \tag{4.12}
\end{equation*}
$$

Besides, from the condition (2.1), it holds

$$
\begin{equation*}
\int_{\Omega} u^{\prime \prime} \cdot(m \cdot \nabla u) d x=\frac{d}{d t}\left(\int_{\Omega} u_{i}^{\prime}\left(m \cdot \nabla u_{i}\right) d x\right)-\frac{1}{2} \int_{\Gamma_{2}}\left|u_{i}^{\prime}\right|^{2} m \cdot \nu d \Gamma+\frac{n}{2} \int_{\Omega}\left|u_{i}^{\prime}\right|^{2} d x \tag{4.13}
\end{equation*}
$$

By applying the Green's identity to the right-side terms in (4.12), and considering the fact that $u=0$ in $\Gamma_{1}$ satisfies $\frac{\partial u_{i}}{\partial x_{k}}=\frac{\partial u_{i}}{\partial \nu} \nu_{k}$ and $\left|\nabla u_{i}\right|^{2}=\left|\frac{\partial u}{\partial \nu}\right|^{2}$, it holds

$$
\begin{align*}
\int_{\Omega} \Delta u_{i}\left(m \cdot \nabla u_{i}\right) d x & =\frac{1}{2} \int_{\Gamma_{1}}\left|\frac{\partial u_{i}}{\partial \nu}\right|^{2} m \cdot \nu d \Gamma+\int_{\Gamma_{2}} \frac{\partial u_{i}}{\partial \nu}\left(m \cdot \nabla u_{i}\right) d \Gamma \\
& -\frac{1}{2} \int_{\Gamma_{2}}\left|\nabla u_{i}\right|^{2} m \cdot \nu d \Gamma+\frac{n-2}{2} \int_{\Omega}\left|\nabla u_{i}\right|^{2} d x,  \tag{4.14}\\
\int_{\Omega} \nabla(\operatorname{div} u) \cdot(m \cdot \nabla u) d x & =\frac{1}{2} \int_{\Gamma_{1}}|\operatorname{div}(u)|^{2} m \cdot \nu d \Gamma+\int_{\Gamma_{2}} \operatorname{div}(u) \nu_{i}\left(m \cdot \nabla u_{i}\right) d \Gamma \\
& +\frac{n-2}{2} \int_{\Omega}|\operatorname{div} u|^{2} d x-\frac{1}{2} \int_{\Gamma_{2}}|\operatorname{div} u|^{2} m \cdot \nu d \Gamma . \tag{4.15}
\end{align*}
$$

By using condition (1.5) and replacing the results (4.13)-(4.15) in (4.12), one concludes that

$$
\begin{align*}
\frac{d}{d t} & \left(\int_{\Omega} k \delta u_{i}^{\prime}\left(m \cdot \nabla u_{i}\right) d x\right)=\frac{k \delta}{2} \int_{\Gamma_{2}}\left|u_{i}^{\prime}\right|^{2} m \cdot \nu d \Gamma-\frac{n k \delta}{2} \int_{\Omega}\left|u_{i}^{\prime}\right|^{2} d x \\
& +\int_{\Gamma_{1}} \frac{k \delta \mu}{2}\left|\frac{\partial u_{i}}{\partial \nu}\right|^{2} m \cdot \nu d \Gamma+\int_{\Gamma_{2}} k \delta \mu \frac{\partial u_{i}}{\partial \nu}\left(m \cdot \nabla u_{i}\right) d \Gamma \\
& -\frac{k \delta}{2} \int_{\Gamma_{2}} \mu\left|\nabla u_{i}\right|^{2} m \cdot \nu d \Gamma+\frac{(n-2) k \delta}{2} \int_{\Omega} \mu\left|\nabla u_{i}\right|^{2} d x  \tag{4.16}\\
& +\frac{k \delta}{2} \int_{\Gamma_{1}}(\lambda+\mu)|\operatorname{div}(u)|^{2} m \cdot \nu d \Gamma+\int_{\Gamma_{2}} k \delta(\lambda+\mu) \operatorname{div}(u) \nu_{i}\left(m \cdot \nabla u_{i}\right) d \Gamma \\
& +\frac{(n-2) k \delta}{2} \int_{\Omega}(\lambda+\mu)|\operatorname{div} u|^{2} d x \\
& -\frac{k \delta}{2} \int_{\Gamma_{2}}(\lambda+\mu)|\operatorname{div} u|^{2} m \cdot \nu d \Gamma+\int_{\Omega} \alpha \delta\left(q_{i}+\tau_{0} q_{i}^{\prime}\right)\left(m \cdot \nabla u_{i}\right) d x
\end{align*}
$$

So, from the condition (2.1), and from the expressions (4.11) and (4.16), the functional $F(t)$ defined in (4.3) satisfies (4.5).

Lemma 4.2. For all $\epsilon>0$ and under the conditions (1.5) and (2.1), $F^{\prime}$ satisfies

$$
\begin{align*}
F^{\prime}(t) \leq-2 E_{1}(t)+ & \left(c_{3} \tilde{c}+1\right) \epsilon E_{1}(t)+\left(k \delta+\frac{2 R^{2} k \delta}{\mu}+k \delta(n-1)^{2} \frac{R}{2 \epsilon \mu}\right) \int_{\Gamma_{2}}\left|u_{i}^{\prime}\right|^{2} m \cdot \nu d \Gamma \\
& +\left(\gamma \tau_{0} \alpha+\frac{2 c_{2} \delta}{k}+\frac{\delta \alpha^{2} 4 R^{2}}{k \epsilon \mu}+((n-1) \alpha)^{2} \frac{c_{2} \delta}{k \epsilon(\lambda+\mu)}\right) \int_{\Omega}|q|^{2} d x \\
& +\left(\frac{2 c_{2} \delta \tau_{0}^{2}}{k}+\frac{4 \delta \alpha^{2} R^{2} \tau_{0}^{2}}{k \epsilon \mu}+((n-1) \alpha)^{2} \frac{c_{2} \delta \tau_{0}^{2}}{k \epsilon(\lambda+\mu)}\right) \int_{\Omega}\left|q^{\prime}\right|^{2} d x  \tag{4.17}\\
& +k \delta \int_{\Gamma_{2}} a m \cdot \nu\left(\frac{2 a R^{2}}{\mu}-(n-2)\right)\left|u_{i}\right|^{2} d \Gamma .
\end{align*}
$$

Proof. From the expression (4.5), the following estimates are obtained. First, from the geometric conditions (2.2), the right-side terms in (4.5) satisfy

$$
\begin{equation*}
\int_{\Gamma_{1}}\left|\nabla u_{i}\right|^{2} m \cdot \nu d \Gamma<0, \quad-\int_{\Gamma_{2}}|\operatorname{div} u|^{2} m \cdot \nu d \Gamma<0, \quad \text { and } \quad \int_{\Gamma_{1}}|\operatorname{div}(u)|^{2} m \cdot \nu d \Gamma<0 \tag{4.18}
\end{equation*}
$$

On the other hand, due to the Poincaré inequality for $\theta$ and considering equation (1.5), the following estimation for $\theta$ is obtained

$$
k \int_{\Omega}|\theta|^{2} d x \leq \frac{2 c_{2} \tau_{0}^{2}}{k} \int_{\Omega}\left|q^{\prime}\right|^{2} d x+\frac{2 c_{2}}{k} \int_{\Omega}|q|^{2} d x
$$

Thus, $(n-1) \int_{\Omega} k \delta \alpha \theta \operatorname{div}(u) d x$ in (4.5) is estimated as

$$
\begin{align*}
(n-1) \int_{\Omega} k \delta \alpha \theta \operatorname{div}(u) d x & \leq \delta((n-1) \alpha)^{2} \frac{1}{\epsilon(\lambda+\mu)}\left(\int_{\Omega} \frac{c_{2} \tau_{0}^{2}}{k}\left|q^{\prime}\right|^{2} d x+\int_{\Omega} \frac{c_{2}}{k}|q|^{2} d x\right) \\
+ & k \delta \int_{\Omega} \frac{\epsilon(\lambda+\mu)}{2}|\operatorname{div}(u)|^{2} d x \tag{4.19}
\end{align*}
$$

where $c_{2}$ is the Poincaré constant. At the same time, due to the Young inequality, the trace Theorem, and Poincaré's inequality applied to the function $u$, the following inequalities are obtained:
$\left.\int_{\Gamma_{2}} 2 k \delta\left[\mu \frac{\partial u_{i}}{\partial \nu}+(\lambda+\mu) \operatorname{div}(u) \nu_{i}\right]\left(m \cdot \nabla u_{i}\right) d \Gamma\right] \leq k \delta \int_{\Gamma_{2}} m \cdot \nu\left[\frac{2 a^{2} R^{2}}{\mu}\left|u_{i}\right|^{2}+\mu\left|\nabla u_{i}\right|^{2}+\frac{2 R^{2}}{\mu}\left|u_{i}^{\prime}\right|^{2}\right] d \Gamma$, and

$$
\begin{equation*}
-(n-1) k \delta \int_{\Gamma_{2}} m \cdot \nu u_{i} u_{i}^{\prime} d \Gamma \leq k \delta \frac{R(n-1)^{2}}{2 \epsilon \mu} \int_{\Gamma_{2}}(m \cdot \nu)\left|u_{i}^{\prime}\right|^{2} d \Gamma+c_{3} \tilde{c} \epsilon \frac{k \delta \mu}{2} \int_{\Omega}\left|\nabla u_{i}\right|^{2} d x, \tag{4.20}
\end{equation*}
$$

where $\tilde{c}$ is the constant given by the trace Theorem.
From the Hölder inequality, one finds that

$$
\begin{equation*}
\int_{\Omega} 2 \delta \alpha\left(q_{i}+\tau_{0} q_{i}^{\prime}\right)\left(m \cdot \nabla u_{i}\right) d x \leq \int_{\Omega} \frac{4 R^{2} \delta \alpha^{2}}{k \epsilon \mu}\left(\tau_{0}^{2}\left|q_{i}^{\prime}\right|^{2}+\left|q_{i}\right|^{2}\right) d x+\int_{\Omega} \frac{k \epsilon \mu \delta}{2}\left|\nabla u_{i}\right|^{2} d x \tag{4.21}
\end{equation*}
$$

By replacing the expressions (4.18)-(4.21) in (4.5) and adding the terms to complete the energy of first order defined in (2.5), (4.17) is obtained.

Lemma 4.3. Under the hypothesis of Theorem 2.1, $L(t)$ satifies
(a) $L^{\prime}(t) \leq-E_{1}(t)$,
(b) $L(t) \equiv E_{1}(t)+E_{2}(t)$.

Proof. The proof is given by analyzing the dimension: $n=2$ and $n \geq 3$. Let $M$ be

$$
\begin{aligned}
M \geq & \max \left\{k \delta+\frac{2 R^{2} k \delta}{\mu}+\frac{k \delta(n-1)^{2} R}{2 \epsilon \mu}\right. \\
& \gamma \tau_{0} \alpha+\frac{2 c_{2} \delta}{k}+\frac{\delta \alpha^{2} 4 R^{2}}{k \epsilon \mu}+\frac{((n-1) \alpha)^{2} \delta c_{2}}{k \epsilon(\lambda+\mu)} \\
& \left.\frac{2 c_{2} \delta \tau_{0}^{2}}{k}+\frac{4 \delta \alpha^{2} R^{2}}{k \epsilon \mu} \tau_{0}^{2}+\frac{\delta c_{2} \tau_{0}^{2}((n-1) \alpha)^{2}}{k \epsilon(\lambda+\mu)}\right\}
\end{aligned}
$$

In the case $n=2$, the function $a(x)$ satisfies (2.9a), then, by using the inequality (4.2), it holds

$$
\begin{equation*}
k \delta \int_{\Gamma_{2}} a m \cdot \nu\left|u_{i}\right|^{2}\left(\frac{2 a R^{2}}{\mu}\right) d \Gamma \leq a_{0}^{2} \frac{2 R^{3}}{\mu} \lambda_{0}^{2} E_{1}(t) \tag{4.22}
\end{equation*}
$$

thus, if $\epsilon$ is given by $\epsilon<\frac{\left(1-a_{0}^{2} \frac{2 R^{3}}{\mu} \lambda_{0}^{2}\right)}{\left(c_{3} c_{t}+1\right)}$, then, the case (a) for dimension $n=2$ is obtained from Lemma 4.2. Analogously, by using (2.9b) and by taking $\epsilon<\frac{1}{c_{3} c_{t}+1}$ from Lemma 4.2 , one can deduce (a) for the case $n \geq 3$.

Finally, in order to demonstrate (b) for the Lemma 4.3, one combines the inequality (4.2) and the Cauchy inequality applied to $F(t)$ as shown in (4.3), and defines $\tilde{M}$ as

$$
\tilde{M}=\max \left\{M,\left(\frac{R^{2}}{\mu}+1+\frac{(n-1)}{2}+\frac{(n-1)}{2} \lambda_{0}^{2}\right)\right\}
$$

thus, functional $L(t)$ satisfies (b).
Theorem 2.1 is demonstrated by using the results of the sequence of Lemmas as follows.

Proof of Theorem 2.1. Given $E_{1}(t) \leq-\frac{d}{d t} L(t)$, integrating it on $[0, t]$, and by using the equivalence of Lemma 4.3, one obtains

$$
\int_{0}^{t} E_{1}(s) d s \leq L(0) \equiv M\left(E_{1}(0)+E_{2}(0)\right)
$$

Moreover, due to

$$
\frac{d}{d t}\left\{t E_{1}(t)\right\}=E_{1}(t)+t \frac{d}{d t}\left\{E_{1}(t)\right\}
$$

and being $\frac{d}{d t}\left\{E_{1}(t)\right\} \leq 0$, then $\frac{d}{d t}\left\{t E_{1}(t)\right\} \leq E_{1}(t)$; thus

$$
t E_{1}(t)=\int_{0}^{t} E_{1}(s) d s \leq M\left(E_{1}(0)+E_{2}(0)\right)
$$

proving the result of Theorem 2.1, and consequently, showing the polynomial decay of the thermoelastic system.
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